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ABSTRACT
The rapid expansion of cloud computing, especially machine

learning, is leading to a significant increase in the global

energy footprint of computing. Improvements in the energy

efficiency of hardware and infrastructure are nearing the

point of diminishing returns, and system developers will

soon be compelled to drastically improve the energy effi-

ciency of their software. For that, it is essential to have energy
clarity: developers/operators must be able to accurately and

productively understand how the energy usage of their hard-

ware and software is influenced by workload, configuration,

and other factors. We propose energy interfaces as a way to

achieve that clarity: an energy interface provides concise,

accurate, actionable information about the “energy behavior”

of a system, much like a functional interface does for its

semantic behavior. Preliminary experimentation suggests

that obtaining and using such energy interfaces is feasible.

We believe that some form of energy interfaces will one day

become as central to system building as functional interfaces.
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1 MOTIVATION
The energy efficiency of computing has become a signifi-

cant global challenge, with data centers and computer net-

works already accounting for 2-3% of the world’s energy

consumption [27]. Energy use of the data centers powering

the cloud has been growing 20-40% annually over the past

several years [27], and there is no expectation of slowdown

in the near future, owing mostly to the rise of machine learn-

ing [43, 47, 54]. Increased energy consumption comes with
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an increase in need for cooling, which additionally increases

water demand and, ultimately, total cost of ownership (TCO).

Finally, devices that rely on batteries—ranging from tiny

cyber-physical systems to electric vehicles and drones—are

playing an increasingly central role in modern life.

It is therefore essential that future systems become bet-

ter at processing workloads using less energy per unit of

work. Hardware has made significant progress in energy

efficiency, but we are nearing diminishing returns, and the

responsibility for further improvements will rest with soft-

ware. The good news is that, when engineers understand

the “energy behavior” of software—i.e., how the energy con-

sumption of executing that software varies with inputs,

configuration, and deployment specifics—it is possible to

make drastic reductions in energy consumption. For exam-

ple, Ethereum recently reduced its energy consumption by

an impressive 99.95% by transitioning from proof-of-work to

proof-of-stake consensus [17]. Inside the data center, better

scheduling of existing workloads can reduce peak energy us-

age significantly [20]. The bad news is that reasoning about

a system’s energy behavior in general is very hard [8].

A key problem is that engineers lack visibility intowhat in-
fluences a system’s energy behavior and exactly how it does

so—this opaqueness makes it hard to optimize the energy us-

age. Researchers have explored, for instance, reducing the en-

ergy consumption of ML models by minimizing the number

of multiplication-and-accumulation (MAC) operations [64]

and by considering the number of zeros in the inputs [33, 63].

But many other aspects affect the energy consumption of

an ML model, ranging from the low-level (e.g., using 16-bit

vs. 32-bit floats [40]) to the high-level (e.g., how model code

influences the pipelining of tasks on a GPU [12, 13]). With-

out a clear view of the role that each layer of hardware and

software plays in overall energy consumption, engineers

optimizing a system’s energy usage engage in an after-the-

fact game of whack-a-mole: benchmark, change the system,

observe and re-measure, change again, and so on.

To illustrate this challenge, imagine you’re an infrastruc-

ture engineer responsible for ClusterFuzz [21], a large-scale

fuzz-testing cluster system. You ask yourself What is the
optimal number of machines to deploy to minimize energy
consumption while achieving 95% testing coverage? Or How
much additional energy is required to increase coverage from
90% to 95% using the same number of machines? Answering
such questions today involves iteratively modifying the in-

frastructure configuration (e.g., via Infrastructure-as-Code,
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or IaC, files) deploying, measuring energy usage, revising

the configuration, and repeating. Ironically, this trial-and-

error process could consumemore energy than it saves. With

better insight into how energy is used, engineers could get

these answers directly from the IaC files and application

code, before deploying anything.

A similar challenge is faced by resource managers, like

operating systems or cluster schedulers. They allocate re-

sources (e.g., CPU cores or nodes) to tasks, but can only

guesstimate the energy characteristics of applications [44,

48]. Consider the Linux Energy-Aware Scheduler [55], which

aims to minimize energy consumption by scheduling tasks

across CPUs in asymmetric architectures, such as those

found in big.LITTLE systems. It cannot accurately estimate

a task’s future energy consumption, because it does not take

into account task specifics [44]. Instead, it uses core uti-

lization as a proxy for energy consumption: for any given

task, it looks at its past core utilization, and uses the av-

erage to predict how much energy it will consume in the

next scheduling quantum. However, this is inaccurate for

many applications. For example, real-time video transcod-

ing can exhibit a bi-modal behavior, with compute peaks

during active transcoding and troughs when doing I/O. A

cluster scheduler like Kubernetes [3] faces similar difficulties:

a memory-intensive application might consume less energy

on a big-memory node than on a compute node, but Kuber-

netes wouldn’t know ahead of time what the application

will do. With deeper visibility into future energy behavior,

resource managers could make better decisions.

2 ENERGY CLARITY AND INTERFACES
We argue that energy clarity is essential to increasing energy

efficiency in systems. A system, or a module within a sys-

tem, that posesses energy clarity is one that enables humans

(e.g., developers or operators) and programs (e.g., resource

managers or compilers) to understand how its energy usage

is influenced by workload, configuration, and other factors.

It does so accurately and at the right level of abstraction.

Energy clarity is about clearly conveying where and how

energy is consumed in the system, before actually running

the system.

Energy clarity is not the same as power modeling [15,

20, 46, 56]. The latter involves predictive models that esti-

mate energy consumption based on profiling, data collection,

and statistical or learned inference. As a result, they can

miss important details that did not manifest during profil-

ing or training. These models also do not necessarily show

why energy is consumed in a particular way, nor how that

consumption is influenced by specific design or operational

decisions. Such models are often domain-specific, and they

rarely provide a systematic basis for composing the mod-

eled module together with other modules into higher-level

systems [34]. Finally, as a system evolves, the energy model

must be updated promptly and accurately, something that is

hard to do based on observations and benchmarking alone.

Achieving energy clarity is not a panacea. First, energy

consumption behavior is complex, non-modular, and often

non-intuitive. For example, scheduling a task to a core that

is already highly utilized may actually be energy-optimal,

due to lower marginal energy cost [9]. Representing behav-

iors that are complex and non-obvious requires a rich and

expressive language. Second, energy clarity requires that

its beneficiaries (i.e., both humans and machines) be able to

quickly and intuitively understand the represented behavior,

so the language must be both natural for programmers and

machine-interpretable. Third, to work for systems ranging

from tiny to huge, energy clarity must fundamentally ac-

commodate multiple layers of abstraction, with each layer

representing its energy behavior as a composition of the

behaviors of underlying layers with that layer’s own logic.

We propose the notion of energy interfaces by analogy

to functional interfaces, as a way to achieve energy clarity.

Functional interfaces, found in header files or service API

documentation, provide a concise summary of the semantics

of any implementation of that interface. Interfaces are ac-

curate and complete constructs, i.e., they cover all possible

inputs. Thus, they enable productive reuse of the implementa-

tions, without requiring an understanding of implementation

details. By abstracting semantics in this way, interfaces are

essential to composing modules into higher-level subsystems

and systems.

In essence, we want to make energy programmable,
in the same way that functionality is programmable.
An energy interface provides an explanation of the energy

behavior of a “resource” (i.e., of a system, a subsystem, or

a module of a subsystem) that is both concise and accurate.

The interface takes the form of a little program (see Fig. 1)

that “computes” energy usage by “calling into” the energy

interfaces of resources used by this resource and combin-

ing the results according to the logic of the summarized

resource. A developer can read this program to understand

and reason about the energy behavior of the resource. A

resource manager can execute the interface to know a priori

the energy that the resource would consume if run with a

particular workload, in a particular configuration. A system’s

energy interface therefore becomes a nested composition of

lower-level interfaces, with the base case being hardware-

level energy interfaces. A Turing-complete programming

language can represent arbitrary behaviors, is understand-

able by both programmers and programs, and is well suited

to representing different layers of abstraction. It also makes

it possible to reuse a rich body of existing program analysis

and verification techniques to reason about energy.

We do not have yet concrete answers, but we think this is a
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problem worth pursuing. In the rest of the paper we present

some initial thoughts that suggest a research direction, and

we solicit the community’s feedback on these thoughts. Pre-

liminary experimentation suggests that it is feasible to obtain

energy interfaces for real systems (e.g., those running ML

models) that explain energy behavior to a good degree of

precision (e.g., less than 10% error, see §5). These prelimi-

nary efforts are still manual, but we believe that they can be

automated using techniques similar to CFAR [30]. In fact, in

proposing energy interfaces we were inspired by the related

work that proposed performance interfaces [29, 37].

3 DEFINITIONS
The energy interface of a module is an abstraction of that

module’s energy usage: it is a program that takes in the

same input as the implementation (module) and returns the

amount of energy the implementation would consume to

process that input. Fig. 1 shows a hypothetical, simplified

energy interface for an ML-model web service. The model is

a convolutional neural network (CNN) that takes in an image

and outputs the objects it identifies in the image (cars, chairs,

etc.). The energy interface takes in the same request data as

the service. The service checks if the request that just arrived

is in the request cache (e.g., because some other user had

uploaded the same image before) and, if not, performs the

costly inference operation. The energy interface is valid for

all possible inputs, previously seen or unseen—as mentioned

in §1, this is unlike energy profiling or empirical modeling,

which relies on sampling only some of the possible inputs.

In some cases it may be necessary to have a special input to

the interface corresponding to a module’s idle state (i.e., no

input), in which it still consumes energy even if it does no

work—the special input would likely be a time duration.

1 def E_ml_webservice_handle(request):
2 # ECV: request_hit - request found in cache
3 max_response_len = 1024
4 if request_hit:
5 return E_cache_lookup(request.image, max_response_len)
6 else:
7 return E_cnn_forward(request.image)
8 def E_cache_lookup(key, response_len):
9 # ECV: local_cache_hit - cache hit in current node
10 return (5 if local_cache_hit else 100) * response_len # (Millijoules)
11 def E_cnn_forward(image):
12 n_embedding = 256
13 n_zeros = image.count(0)
14 return (8 * E_conv2d(image.size() - n_zeros) +
15 8 * E_relu(n_embedding) +
16 16 * E_mlp(n_embedding))

Figure 1: An example energy interface for an ML-model web
service. (ECVs are explained later)

An energy interface can return energy in Joules, Watt-

seconds, etc., or in abstract energy units, such as “energy for a
2D convolution” or “energy for a rectified linear unit (ReLU)”.

Abstract units are useful not only for composition but also

for relative comparisons: if a function consumes 2 ReLUs’

worth and another consumes 4 ReLUs’ worth, then the latter

consumes twice as much as the former, regardless of how

many Joules that is. One could imagine energy interfaces that

return power (i.e., energy per unit of time), or peak power,

which can be useful for resource managers to optimize power

provisioning and increase utilization of resources [20]. We

do not consider them further, in this paper.

Energy interfaces are programs that can be both read by

humans and executed by programs or tools. We expect this

to appeal to programmers’ intuition more than other formal

languages, while being more precise than natural language.

Our examples use Python, which is widely understood and

used by developers and is Turing-complete, so it can describe

any possible energy behavior.

The program in an energy interface can accept an abstrac-

tion of the input in lieu of the full input. For example, a

communication layer might care only about the number of

RPC calls and payload size to compute energy used, while

the specific content itself is largely irrelevant.

An energy interface must account for past inputs and

actions, if they influence future energy consumption. One

(non-workable) option is to have the energy interface take

as input an entire workload (i.e., a time series of inputs),

but that would render the interface an impractical construct,

of use only for theoretical reasoning. Instead, an energy

interface can utilize energy-critical variables (ECVs): these

are random variables that capture factors about the module

or subsystem that influence energy but are not directly re-

lated to the input of the interface. For example, in Fig. 1, the

cache state is dependent on whether the request has been

served before, as captured by the ECVs request_hit and

local_cache_hit. The return value of the energy interface

then is to be treated as a probability distribution. ECVs are

analogous to performance-critical variables [29, 31].

When building systems, we use layers of abstraction, and

energy interfaces must match them. The lowest layer in

the system stack would normally consist of energy inter-

faces provided by a hardware vendor. For instance, an RPC

hardware accelerator would come with an energy interface

capturing its idle state, the serialization function, transmis-

sion, etc. When hardware energy interfaces are not available,

one can approximate them with microbenchmarks, using a

variety of techniques [7, 25, 28, 49, 57], with the caveats men-

tioned earlier. Depending on the system, the bottom-most

layer might be a virtual machine, and the energy interface

would reflect the VM’s running state, its stopped state, its

in-migration state, etc. It can also be the service API that

a cloud app uses—cloud providers do not need to provide

their customers with energy interfaces at the level of the

hardware.

Abstractly speaking, the system stack consists of layers,

and each layer consists of resources (i.e., hardware or software
components) that perform energy-consuming work. They

can be a CPU core, a hardware accelerator, a library, an
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application, etc. If we think of resources’ functional interfaces

as abstract classes in the object-oriented programming sense,

then the energy interface would be a class, with each public

method of the functional interface having a corresponding

method in the energy interface.

CPUOS DRAM GPU
HW accel

driver
NIC

Redissystemd

③

Developers

②

Django 
web app

Python
runtime

PyTorch 
ML model

Energy interface

Docker container

Functional interface
Resource
Resource manager

①

④

Figure 2: A system stackwith layers containing resources and
resource managers, with functional and energy interfaces.

Each layer in the system stack has at least one resource
manager that provisions and manages resources in that layer.

Examples include schedulers, thread pool managers, buffer

cache managers, application session managers, container or-

chestrators, VM monitors, load balancers, etc. Since resource

managers handle resource allocation and maintain bindings

between components at the different layers, they are the ones

that can combine the energy interfaces of the underlying

resources and expose the resulting energy interfaces of the

resources to the upper layer. A module’s energy behavior

is influenced by decisions made by the resource manager,

because they affect system state (e.g., cache contents or pro-

cessor frequency), and, for a given operation, that system

state can influence the energy cost of the operation.

Fig. 2 illustrates this abstract view of a system stack: 1○ A

resource manager administers the resources in that layer and

has visibility into their energy interfaces. Ideally, it leverages

this visibility to manage the resources in an energy-efficient

manner. Based on the resources’ energy interfaces and the

way in which it administers them, the resource manager

composes the energy interfaces for the layer above. These

new interfaces are provided 2○ to resource managers in the

next layer up, 3○ to developers, and possibly 4○ to resources

in the next layer up. Thus, resource managers are the main

agent of composition for energy interfaces.

Consider the correspondence between Fig. 2 and Fig. 1:

The web app is a Django [1] application, thus a resource

managed by the Python runtime. It is in the same layer as

the PyTorch [4] ML model, which shares the same Python

resource manager. Beneath the web app and ML model, the

web server uses Redis [5] to cache requests, which is man-

aged by systemd. Both the web server and ML model run in a

Docker [2] container. In Fig. 1, the energy-interface methods

E_ml_webservice_handle and E_cnn_forward come from

the energy interface exported by the Python runtime, and

E_cache_lookup from the one exported by systemd [6]. The

E_cnn_forward, E_conv2d, E_mlp, and E_relu methods are

exported from the accelerator driver, passed through Docker.

This layered view of energy interfaces offers at least two

advantages. First, an interface can be adapted naturally when

the execution environment of the application changes. For

example, running the same neural network (NN) on different

machines will consume different amounts of energy, even

if the NN itself and the workload do not change. To obtain

the new end-to-end energy interface of the NN on a differ-

ent machine, nothing needs to change in the software stack

but only some of the energy interfaces in the bottom layer

need to be replaced, corresponding to the specific execution

environment. Second, the energy behavior of the same appli-

cation can be expressed using energy interfaces at different

granularity. This means that the interface can be tailored

to different users of the interface. The example interface

in Fig. 1, even though it is a service-level interface, suggests

that increasing local cache hits may be a more productive

way of reducing energy footprint than by optimizing the ML

model itself.

4 PRODUCING AND USING ENERGY
INTERFACES

In general, the functional interface of a module starts out as a

preliminary draft produced before an implementation exists,

and is then refined as the module’s implementation matures.

Once it is reasonably stable, other modules can rely on the

interface to reuse the module’s functionality. We envision a

similar workflow for energy interfaces as well.

4.1 Energy Interface→ Implementation
A system developer would prototype energy interfaces,

alongside functional interfaces, for the various modules in

her system. She could do this in Python.

At this stage in the workflow, a module’s energy interface

provides upper-bound requirements on energy consumption,

i.e., for each path through the interface, the interface’s return

value represents the worst-case energy consumption for all

module executions that correspond to that path. There might

be situations in which additional constraints would need to

be expressed, such as constant-energy execution for crypto

code, to explicitly disallow energy side-channels—a mere

upper bound is not sufficient for this. Some of the modules

might already have implementations, in which case a tool

would derive energy interfaces for them (see below).

The resulting energy interface is an abstract composition

of the energy used by resources this module would rely on,

with no details about how the actual resources operate.

A tool then combines the energy interfaces of the system’s
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modules and provide a first-cut answer on whether they are

compatible with each other, i.e., whether the composition of

lower-level modules satisfies the energy constraints present

in the upper-level energy interfaces. If everything checks

out, a developer (either human or AI) can produce the im-

plementations of the modules, aiming to respect both the

energy and functional interfaces.

At every stage of development, a tool/compiler toolchain

verifies that indeed the code written thus far satisfies the

worst-case energy interface—if not, then either the imple-

mentation or the interface needs to be modified. Note that

resource managers need to derive from these energy inter-

faces some constraints on how to schedule/allocate/manage

the various resources (modules) in order to keep their energy

behaviors within the indicated envelopes.

4.2 Implementation→ Energy Interface
The main goal of this second workflow is to obtain an ac-
curate (not worst-case) representation of every module’s or

subsystem’s energy behavior. The outcome of the workflow

can be used to further compose modules in order to derive

higher-level energy interfaces, or used for purposes of for-

mal verification. This implementation→interface workflow

would follow after the interface→implementation workflow

described above, but could additionally be part of that work-

flow and used for already-existing module implementations.

For each module implementation, a program analysis tool

derives an intermediate representation (IR) that captures how

that module combines lower-level resources to implement

its own logic. This IR is a combination of calls to lower-level

resources and the actual instructions that the module ex-

ecutes (i.e., the logic), along with a representation of side

effects. The latter is important: for example, if an app causes

a smartphone’s WiFi radio to turn on, subsequent apps using

WiFi will consume less energy than if it had been them turn-

ing the radio on—this is a side effect. The program analysis

tool has to perform a combination of per-path analysis (e.g.,

using symbolic execution) with side-effects analysis (e.g., as

done for cache usage in [30]).

The IR for each module is then combined by the toolchain

with the implementation of the resource’s corresponding

manager. This entails reasoning about the composition of the

various resources’ energy interfaces under the constraints

imposed by how the resource manager would manage those

resources. The result is an energy interface that describes

the entire layer’s energy behavior in an accurate manner,

not just as an upper bound.

The outcome can then be used for further composition

up the system stack, or be used for testing or formal energy

verification. One way to do testing is by running the layer

(or the entire stack) with well chosen inputs, measuring the

consumed energy (e.g., with Intel RAPL [23]), and comparing

it to the interface’s prediction; divergences would then be

flagged as energy bugs. Formal energy verification can use

existing formal methods applied to the programs that express

the energy interfaces, or novel approaches.

There can be cases in which neither the source code of

a module nor an energy interface is available, such as for

proprietary modules whose vendors have not yet adopted

energy interfaces. In such situations, the fallback approach

can be to use microbenchmarks, measurements, and tracing

of calls to other modules to obtain a statistical or learned

model of its energy behavior. The resulting interfaces would

be suitable for testing but likely not for formal verification.

5 PRELIMINARY EXPERIMENTS
We performed an initial set of experiments using the GPT-2

large language model [42]. We chose LLM inference as a

first target because, as a class of applications, it is among the

largest energy consumers today.

We manually derived hardware energy interfaces for two

GPUs, and a high-level energy interface for GPT-2 inference.

The latter computed energy consumed in terms of static

power, VRAM sector reads/writes, L2 sector reads/writes, L1

wavefront reads/writes, and instruction executions.

We then used the energy interface to predict the LLM’s

energy consumption on autoregressive text generation for

up to 200 tokens, and compared it to the actual energy con-

sumption, measured with NVML [41]. We ran the GPU-cache

microbenchmark [16] with Nvidia Nsight Compute CLI to

measure the energy for the individual metrics, to obtain

absolute energy measures.

GPU Average error Max error

Nvidia RTX4090 0.70% 0.93%

Nvidia RTX3070 6.06% 8.11%

Table 1: Relative energy prediction error for single GPT-2
inference (generating up to 200 tokens).

Table 1 shows the results. While not a proof of feasibil-

ity, these experiments suggest that achieving energy clarity

through energy interfaces is conceivable.

6 OPEN QUESTIONS
Perhaps the biggest threat to being able to obtain energy

interfaces is the lack of “energy modularity.” Functional in-

terfaces require semantic modularity, i.e., independent mod-

ules that encapsulate behavior and interact with one another

through interfaces—this is the opposite of spaghetti code.

Similarly, energy interfaces require some level of “energy

modularity” that would allow reasoning about components

in isolation. However, given how hardware is built today,
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and given the constraints imposed by physics, energy modu-

larity cannot be achieved in the classical sense. For example,

running a process on a core produces heat that in turn can

affect the energy consumption of a nearby circuit. Thinking

about this is an important part of future work and something

we would like to discuss with the community.

Reasoning about energy is fundamentally more challeng-

ing than performance because resources perform work that

converts usable energy to unusable energy. On the other

hand, time is usually defined as “what the clock reads,” which

is independent of the resources that are used to perform the

work. Having to reason about what resources consume en-

ergy makes analyzing the energy consumption of a program

typically more difficult than analyzing the performance of

a program. For example, the energy consumption of a web

request from Switzerland to a server in Taiwan consists of

the energy consumption at all layers of the software stack

and all machines that processed the request along the way. In

contrast, the latency of the request can be measured directly

from the client side, hiding the complexity of the network.

A technical related challenge is the lack of mechanisms for

fine-grained energy measurement. Today, Intel’s RAPL [23]

and Nvidia’s NVML [41] are among the most sophisticated,

yet are still too coarse-grained for detailed and meaning-

ful energy measurements. We hope that the increase in the

importance of energy efficiency will encourage hardware

vendors to expose better mechanisms to software.

An open question is how well can energy interfaces com-

pose? In §5 we found that energy interfaces can quite accu-

rately abstract the energy behavior of a program, but com-

bining these energy interfaces to form higher-level energy

interfaces could be a challenge. An important question in

composition is how the lack of accuracy in different lower-

level interfaces influences the accuracy of a higher-level

interface.

We have not yet built an automated toolchain to extract

energy interfaces directly from code. The results we reported

were based on manually produced interfaces, microbench-

marks, and direct use of hardware-provided energy metrics.

However, we do expect that this can be automated and done

statically, as there is existing work on statically understand-

ing program energy consumption [22, 36, 58].

Our preliminary experiments were run on easy use cases.

While we have shown accurate energy estimation results for

GPT-2 on a couple of GPUs, ML applications often follow

a direct input-to-output flow with minimal branching and

flow control. Branching is generally discouraged on GPUs,

because it can degrade performance [38]. We plan to try our

approach on more complex systems (e.g., database and web

server applications) which involve more branching state-

ments and memory irregularities.

7 RELATEDWORK
Energy and power measurement and modeling. Exist-
ing tools, such as RAPL [23] for CPUs and NVML [41] for

Nvidia GPUs, enable on-device energy measurement. More-

over, plenty of research has focused on developing more

accurate models for energy estimation across various scopes,

including applications [20, 56, 59], CPUs [11, 25, 28, 35, 49,

57, 66], GPUs [7, 32, 67], whole machines [15, 39], and data-

centers [19, 45]. However, as noted in §2, they offer limited

insight into why energy is consumed in specific ways or

how it can be optimized. While [46] purposes a novel power

modeling technique that enhances logical explainability by

leveraging runtime events within the Java Virtual Machine,

it does not clarify the relationship between these runtime

events and energy consumption.

Energy efficiency in software systems. This topic has

been explored at various levels, including energy-efficient

algorithms [14, 18, 26], compiler optimizations for energy-

efficient code [60–62], and schedulers for balancing work-

loads and energy use [51, 53, 55]. However, most of these

methods rely on energy measurement tools which cannot

express the energy consumption behavior across all possible

inputs or reflect all possible hardware features that could

affect energy consumption (as explained in §2 and §3). They

also do not look at the specifics of an application to predict

energy consumption. We believe that energy interfaces for

software and hardware, once realized in practice, can help de-

velopers and resource managers go beyond these approaches

to understand energy even deeeper and thus achieve greater

efficiency.

Energy and carbon accounting. There has also been sig-

nificant prior work on accurately accounting for energy con-

sumption and carbon emissions across various components

in commodity systems [10, 24, 50, 65] and networks [68].

While they can accurately capture the energy consumption

of a single application, as noted earlier, they alone do not

achieve full energy clarity. [52] introduces a virtualized en-

ergy system that exposes software-defined energy controls

to applications, but its interface only provides real-time en-

ergy information. In contrast, our proposed energy interfaces

could take the application workload into account to predict

future energy behavior.

8 CONCLUSION
With pressure to reduce energy consumption and meet sus-

tainability goals, energy can no longer be an afterthought

in system development. We make the case for energy clar-

ity, and propose energy interfaces as a way to achieve such

clarity. Preliminary experimentation suggests that we can

be optimistic about obtaining and using energy interfaces.
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